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Simulated Arctic sea ice and ocean 
changes

• Using results from free-running coupled global earth 
system models à Forced only by Greenhouse gas emission 
scenarios and solar forcing

• From CMIP5 (Climate Model Intercomparison Project) and 
CESM1.1 (Community Earth System Model) ensembles; also 
come figures from other recent large ensembles (CanESM, 
MPI)

optical depth of 0.023). However, there is no in-
dication of a strong negative bias in the atmospheric
carbon concentrations or deposition in CCSM4 when
compared to other model studies [see Lamarque et al.
(2010, 2011) for more details]. The result is a slightly
positive globally averaged temperature response to
black carbon aerosols in CCSM4 compared to slightly
negative in CCSM3 in Fig. 6b, though the considerable
overlap in the range of ensemble members makes
these slight differences nearly indistinguishable from
a near-zero net temperature response. Though the glob-
ally averaged temperature response is small, regional
forcing due to black and organic carbon can produce
significant regional changes in climate, such as over the
south Asian monsoon (e.g., Meehl et al. 2008) with tele-
connections to North America (Teng et al. 2012).

4. Climate change projections for the twenty-first
century

Figure 9 shows the time series of globally averaged
surface air temperature for six members of the twentieth-
century all-forcings simulations, six members of the
twenty-first-century RCP mitigation scenario simula-
tions, and single-member extensions to 2300 for the four
RCP scenarios. The ensemble average warming for the
last 20 years of the twenty-first century minus the period

1986–2005 is10.858C for RCP2.6,11.648C for RCP4.5,
12.098C for RCP6, and 13.538C for RCP8.5.
Beyond the twenty-first century, RCP6 and RCP8.5

continue to warmwith the ongoing increases of CO2 (Fig.
1), so by the end of the twenty-third century the globally
averaged surface air temperature difference for 2281–
2300 (for those single members) minus the 1986–2005
average (for the historical ensemble members that cor-
respond to the single ensemble member extensions) is
13.568 and 18.408C, respectively. For RCP4.5, CO2

concentrations effectively stabilize after 2100 (Fig. 1),
but owing to climate change commitment (e.g., Meehl
et al. 2005), the climate system continues to warm
somewhat such that the globally averaged surface air
temperature difference for 2281–2300 (for that single
member) minus 1986–2005 (for the historical ensem-
ble member that corresponds to that single ensemble
member extension) is 12.218C. However, for RCP2.6,
CO2 concentrations slowly decrease after 2100 (Fig. 1) so
that the climate begins to cool a bit. The globally aver-
aged surface air temperature difference for 2281–2300
(for that single member) minus 1986–2005 (for the his-
torical ensemble member that corresponds to that single
ensemble member extension) for RCP2.6 is 10.528C.
This value is lower than the ensemble averagewarming of
10.858C for RCP2.6 given above for the last 20 years of
the twenty-first century minus the period 1986–2005.
Thus, the globally averaged surface air temperature

changes post-twenty-first century (2281–2300 minus
2081–2100 calculated for those single ensemble mem-
bers) are 20.318C for RCP2.6, 10.598C for RCP4.5

FIG. 8. Sulfate aerosol optical depth for 1999 from (a) CCSM3
and (b) CCSM4: global average optical depths are given at top right
of each panel.

FIG. 9. Time series of annual globally averaged surface air
temperature anomalies (relative to 1986–2005 base period (8C)
from 1865 to 2300 for CCSM4. Solid colored lines indicate en-
semble average6 one std dev of the ensemble members (six prior
to 2006, six from 2006 to 2100, and one each for the extensions
beyond 2100). The year 2100 is denoted by vertical solid line, and
there is lack of shading for standard deviations after 2100 since
there is only one ensemble member for each scenario.
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Simulated Arctic Sept sea ice extent changes 
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All CMIP5 models and CESM LE simulate a sea ice extent loss in 
September, in agreement with observations

But, there is a large spread between models
And no line matches the observations exactly 

Why is that?
Model bias and Internal variability



What is Internal variability?
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Which part of the actual 
probability distribution does 
the real world sample? 

What is Internal variability?
Real world climate = one dice

Climate in each ensemble 
member = one dice each

Real world is just one 
possible realization 

We don’t know 

?



What is a model bias?
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Internal variability makes detecting a bias difficult, as we need to 
compare with observations to detect a bias. But with ensembles, we can 
identify a bias.

Model is biased 
compared to 
observationsModel is biased 

compared to 
observations

Model is 
consistent with 
observations

The model does not correctly simulate the feature of interest à
suggests something is wrong or missing in the model



CESM LE
NSIDC

CESM LE September sea ice extent

Jahn et al., 2016, GRL

Comparing one realization against many

Are the observations within the model spread (i.e., 
consistent with observations) or outside the model spread 
(model bias)?

Mean ice extent: Biased

Trends: Consistent



Comparing one realization against many: CMIP5

CMIP5
NSIDC

CESM LE

• Observations are consistent with the CMIP5 35yr ensemble sea ice trends and 
the CESM LE trends 

• Mean state in several models is biased

Swart et al. 2015, 
Nature Climate 
Change 

NSIDC
CMIP5
CESM LE



Finding signals in the noise

12 J O U R N A L O F C L I M A T E

Arctic Antarctic

1979-2013 Trends 13/118 (11%) 3/118 (2.5%)

1979-2013 Effective Trends 0/118 (0%) 0/118 (0%)

Pseudo-ensemble 1/1,232 (0.1%) 45/1232 (3.7%)

TABLE 1. Fraction of runs with simulated sea ice trends that are at least as extreme as the observations using the distribution of CMIP5 simulated
trends (see Section 1), effective trends (see Section 4), and a pseudo-ensemble of 35-year periods that have similar levels of global warming to the
observations (see Section 5). The first column is the fraction with Arctic sea ice retreat as rapid as the observations, and the second column is the
fraction with Antarctic sea ice expansion as rapid as the observations. There are 118 simulations of 1979-2013 in the CMIP5 ensemble analyzed
here and 1,232 overlapping 35-year periods in the pseudo-ensemble. Percentages are indicated to aid in comparison between the rows.

FIG. 1. Observed and CMIP5 modeled linear trends in annual-mean (a,d) global-mean surface temperature, (b,e) Arctic sea ice extent, and
(c,f) Antarctic sea ice extent. (a-c) Here the trends are illustrated as straight lines shifted vertically so that the trend lines go through zero in 1979.
The dark red lines indicate the ensemble-mean trend and the gray shadings indicate one standard deviation among the 118 CMIP5 trends. The
observed time series is also included for each quantity (green). (bottom row) Histograms showing the distributions of CMIP5 modeled trends, with
the observed trend indicated by a green line in each panel. The standard deviation of each distribution about the ensemble mean is indicated by a
red error bar above the histogram, and a gaussian fit to each distribution is plotted in red.

14 J O U R N A L O F C L I M A T E

FIG. 3. As in Figure 2, but using CMIP5 simulations instead of CESM-LE.

35 year CMIP5 sea ice trends (1979–2013) larger than 
observed only occur in CMIP5 model runs with larger 
than observed global warming trends 
à suggests that the sea ice sensitivity is too low in 
climate models

Jahn (2018)

But: Both sea ice trends and global warming have a 
large imprint of internal variability as well à there are 
several possible sea ice trends for a given warming 
trend that occur in an ensemble, even for 38 yr trends

Rosenblum and Eisenman (2017), J. Clim

More warming than observed and 
more ice loss than observed

Annual mean
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Simulated Arctic sea ice trends: Sea ice extent is declining 
in all months, but largest decrease in summer and fall

CESM LE 
members 
(40)

NSIDC (v3)

CESM LE 
ensemble 
mean

Sea ice extent trends of increasing length, all from 1979

CESM LE trends have a low ice-loss bias in the winter and June and July

Zero-line



Simulated Arctic sea ice change: Sea ice volume is also declining

• Sea ice thickness started to decline 
already in 1980s, in agreement 
with submarine data

• The CESM LE winter/spring sea ice 
volume is too large compared to 
remote sensing data
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Figure 7. Arctic sea ice volume from ICESat and CS-2. Arctic sea ice volume is computed within the boundaries in figure 4.
One-density (filled symbols) and two-density (open symbols) volumeestimates and their trends are shown. See §5e for remarks
on uncertainty in volume estimates.
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Figure 8. Average winter (February–March) and autumn (October–November) ice thickness in the DRA from regression of
submarine data, ICESat, CS-2 estimates. (a) Coverage of the central Arctic by the DRA. (b) Decline in ice thickness between 1980
and 2014. Shaded areas show residuals in the regression and quality of the submarine data. One-density (filled symbols) and
two-density (open symbols) thicknesses are shown.

(b) Submarine, ICESat, and CS-2 records in the DRA (1980–2012)
The combined submarine, ICESat and CS-2 data, within the data release area (DRA) of declassified
submarine measurements (covering approx. 38% of the Arctic Ocean), are shown in figure 8.
When Kwok & Rothrock [38] concatenated the ICESat thickness in the DRA with the regression
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Figure 8. Average winter (February–March) and autumn (October–November) ice thickness in the DRA from regression of
submarine data, ICESat, CS-2 estimates. (a) Coverage of the central Arctic by the DRA. (b) Decline in ice thickness between 1980
and 2014. Shaded areas show residuals in the regression and quality of the submarine data. One-density (filled symbols) and
two-density (open symbols) thicknesses are shown.

(b) Submarine, ICESat, and CS-2 records in the DRA (1980–2012)
The combined submarine, ICESat and CS-2 data, within the data release area (DRA) of declassified
submarine measurements (covering approx. 38% of the Arctic Ocean), are shown in figure 8.
When Kwok & Rothrock [38] concatenated the ICESat thickness in the DRA with the regression
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Figure 4. Gridded 2month sea ice thickness fields and their distributions. (a) 2010–2011, (b) 2011–2012, (c) 2012–2013 and (d)
2013–2014. Multiyear (MY) and first-year (FY) areas are delineated using the 70%MY concentration isopleth, and distributions
are within the Arctic basin defined by the boundaries in top left panel. These fields are processed with: α = 0.7 and single
density.

(see tables 1 and 2). The correlations are lower (0.56/0.53) than the comparisons with other in situ
measurements with the mean difference −0.29 ± 0.86 m (α = 0.5) and −0.16 ± 0.87 (α = 0.7). The
increased scatter in the differences relative to the mooring, submarine and EM measurements,
also noted by Laxon et al. [3], are unclear and a subject of future investigations.

5. Arctic Ocean CS-2 ice thickness/volume
In this section, we examine the seasonal behaviour of Arctic Ocean sea ice thickness and volume
in the present CS-2 record (2010–2014). Henceforth, we restrict our attention to the two sets of
estimates processed with α = 0.7/one-density (case 1) and α = 0.7/two-density (case 2) because
the above comparisons show that, for the choice of parameters used here, they yield better
agreements with measurements. Even though the better overall agreement is obtained with one
ice density, the two-density results serve to provide lower bound estimates recognizing that
uncertainties in MYI density remain an issue in the calculation of thickness.

In the following, we refer to the Arctic Ocean as that area bounded by the gateways into the
Pacific (Bering Strait), the Canadian Arctic Archipelago (CAA), and the Greenland (Fram Strait)
and Barents Seas (figure 4a, left panel). Within these boundaries, the Arctic Ocean covers a fixed
area of approximately 7.23 × 106 km2. The spatial patterns of ice thickness and their distributions,
and ice volumes for the eight months between October and May are summarized in figures 4
and 5. The 25 km gridded ice thickness fields (figure 4) represent the mean thickness of CS-2
retrievals that fall inside individual grid boundaries. Data gaps including the data hole around
the North Pole are filled (following the interpolation procedure outlined in [4]). We also separate
thickness and volumes into regions with predominantly MYI (MYI fraction > 0.7) and FYI (MYI
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What does the future hold for Arctic sea ice?
More ice loss is to be expected, in all months. But how much depends on emission scenarioGeophysical Research Letters 10.1002/2017GL076159

Figure 3. Annual cycle of estimated sea ice area for specific degrees of warming with respect to preindustrial, based on
a bias correction toward the high-sensitivity observational record. The left panel shows absolute values, the right
panel the relative change of sea ice area with respect to 1953–1978. Mean observed Arctic sea ice area for the period
2007–2016 is included as black circles. Mean global warming for this period is estimated to just below +1.0∘C relative to
preindustrial levels. The horizontal line marks the threshold of 1 × 106 km2 that we take as a measure of a nearly ice-free
Arctic. See Figure S2 for an equivalent figure based on the low-sensitivity observational record.

(Figure S2) for a warming of 1.5∘C. This is about the sea ice coverage that the National Snow and Ice Data
Center sea ice index shows for today.

For a warming of 2.0∘C, the Arctic loses for the high-sensitivity observational estimate its summer sea ice
throughout both August and September in all bias-corrected ensemble members. In July and October, esti-
mated monthly mean sea ice area lies below 2 × 106 km2, somewhat less than the amount of sea ice that was
observed during the extreme minimum in September 2012, when Arctic sea ice area was about 2.6× 106 km2.
Given the additional impact of internal variability, there is a 15% chance of having a near-ice-free Arctic Ocean
for at least three consecutive months between July and October for a global-mean warming of 2.0∘C if the
high-sensitivity observational estimate was realistic.

In contrast, for the low-sensitivity observational estimate the Arctic Ocean very likely remains sea ice covered
in all months for a warming of 2.0∘C (Figure S2). In September, sea ice is reduced by about 80% to 1.6×106 km2.
Internal variability gives a standard deviation of ±0.46 × 106 km2 and thus only a 10% probability of having a
near-ice-free Arctic Ocean for 2.0∘C global warming.

In March, a global warming of 1.5∘C causes a reduction of sea ice area to about 85% relative to presatel-
lite values for both observational estimates. In absolute terms, sea ice area drops from a presatellite level of
about 15 × 106 km2 to about 13 × 106 km2. For a warming of 2.0∘C, March sea ice area is reduced to about
12 × 106 km2, which is roughly 80% of the presatellite area.

If global warming were to rise above the levels aimed for in the Paris Agreement, sea ice would diminish
further. For example, for a global warming of 2.5∘C, the Arctic Ocean becomes ice free in all bias-corrected
ensemble members from July to October for the high-sensitivity observational estimate and shows a reduc-
tion of sea ice area to below 1.6× 106 km2 for the months August and September based on the low-sensitivity
observational estimate.

3.2. Spatial Distribution of Sea Ice
To estimate the impact of global warming and internal variability on the areal distribution of Arctic sea ice, we
use our model simulations with corrected temperature biases, as described in section 2. We first identify in
which years the bias-corrected ensemble members have a global-mean temperature of±0.05 around a given
warming level. We then examine in how many of these years there is more than 15% sea ice coverage in any
given grid cell. This allows us to construct maps of sea ice likelihood for a given amount of global warming
(Figures 4 and S3).

NIEDERDRENK AND NOTZ 1968

Niederdrenk and Notz (2018)

response to these oceanic conditions on setting the forecast horizon.
However, these relationships are not fully understood yet, and more
work needs to be done before we can settle on the forecast horizon
for Arctic sea ice. One key challenge for such work will be to quantify
the limiting contributions of different structural and parameter uncer-
tainties, similar to the work by Hodson et al. (2013) on long-term cli-
mate projections.

Such analysis would then also allowus to examine if the forecast ho-
rizon of sea ice is currently decreasing. Thismight be the case because in
general, a thinner ice cover exhibits increased interannual variability, as
has been argued both conceptually (Notz, 2009) and through an analy-
sis of climate-model simulations (e.g. Holland et al., 2010). However,
such increased variability has yet to manifest in the observations. For
example, the standard deviation in September extent is 0.59(106) km2

from 1979 to 2004 and only slightly higher at 0.68(106) km2 for the
past decade of significant thinning and ice extent reductions (see also
Serreze and Stroeve, 2015). If interannual variability increases in the
future as the ice cover thins further, short-term predictability may
decrease even further (e.g. Tietsche et al., 2013). Unfortunately, few
model studies addressing this issue have been performed to date and
the evolution of predictive skill remains unclear. What is clear is that
there is a strong need to better characterize the contribution of uncer-
tainty in short-term forecasts from imperfect initial conditions, imper-
fect model physics and the influence of the chaotic atmospheric and
oceanic forcing. Improvements in the observational data sets used for
data assimilation will also allow us to better identify shortcomings in
the physical representation of key processes that drive sea-ice evolution
on these short time scales. Such improvementswill then eventually also
lead to improvements in long-term projections, which is the topic of the
next section.

5. Using models and observations to project the long-term future

On the longer-time scale, estimates of future sea ice conditions are
typically based on modeled projections of future ice extent under
different greenhouse gas (GHG) warming scenarios. Depending on the
future evolution of GHG concentrations, global climate models project
a possible seasonally ice-free Arctic before the end of this century (e.g.
Stroeve et al., 2012b; Collins et al., 2013; Overland et al., 2014), though

results differ widely between models and GHG emission scenarios [Fig.
4]. The large spread in model projections for any given emission path-
way (colored shading, which represents ±1 standard deviation of the
mean value) is in part caused by internal variability of the climate
system and in part by a different skill of the models to reproduce the
physical processes that drive sea-ice concentration in the real world.
The difference between the individual colored regions, in contrast, is
entirely caused by the differences in future emission pathways that
have been used to force the models.

These uncertainties, which all currently limit our ability to provide
concrete long-term predictions of Arctic sea-ice evolution, are hence
fundamentally different from each other: We will never be able to
overcome the fact that internal variability sets a clear limit on how
precisely we can ever simulate the future ice cover. Uncertainty of fu-
ture emission pathways, in contrast, might decrease substantially,
once policy makers agree on specific future emission targets in a
binding treaty. Finally, uncertainty derived from the different

Fig. 3. Impact of differences in the used sea-ice satellite product on seasonal temperature predictions. The figure shows the difference in 2 m temperature in September that emerges in a
seasonal prediction study from the difference between assimilating either Bootstrap or NASA-Team sea-ice concentration into a seasonal prediction system. The simulations are started
from assimilation runs in May and develop freely throughout summer.
See Bunzel et al. (submitted for publication) for details.

Fig. 4. Observed (black line) and CMIP5modeled (grey and colored lines/shading) of Sep-
tember sea ice extent from 1900 to 2100. Historical simulations were started in 1850 and
run through 2005. To extend the time-series past 2005 we use future projections for dif-
ferent forcing scenarios named Representative Concentration Pathways (RCPs). In each
case the RCP number indicates the amount of additional radiative forcing (in units W/
m2) from long-lived greenhouse gases that are caused by human activities. The colored
lines represent the multi-model mean extent under different RCPs, whereas the shading
represents one standard deviation from the mean (±1σ). The numbers in parenthesis
represent the number of climate models used in the figure.

126 J. Stroeve, D. Notz / Global and Planetary Change 135 (2015) 119–132

Stroeve and Notz, 2015

September ice loss (CMIP5 models) Annual mean cycle (MPI model)

September sea ice extent standard deviation (CESM LE)

Year-to-year variability can be expected to increase, 
based on models



Will we seen an Ice-free Arctic Ocean?

ARTICLES NATURE CLIMATE CHANGE

(down from 13% in the unconstrained stabilization runs (compare 
Fig. 4b with Fig. 2d)). Figure 4a shows that the fraction of ensemble 
members that have experienced an ice-free Arctic (the accumulated 
ice-free probability) remains under 10% during the first decade of 
the stabilized 1.5 °C warming, but then increases steadily to 85% 
less than a century later (as more phases of internal variability are 
sampled). In other words, our observationally constrained projec-
tions indicate that at 1.5 °C stabilized warming, an ice-free Arctic 
will occur once in every 40 years (on average), and that about a cen-
tury after stabilization there is a very high probability (85%) that the 
Arctic will have experienced ice-free conditions at least once.

Comparing these results to the 2.0 °C ensemble reveals that the 
benefits of stabilization at 1.5 °C instead of 2.0 °C global warming 
are substantial. The projected frequency of ice-free conditions at 
2.0 °C warming is about eight times larger than at 1.5 °C, with an 
average of 19%, or once in every five years. Increasing the warming 
to 3.0 °C further increases this frequency to 63%, or once in every 
1.5 years on average.

Sensitivity to the constraining metric
The stabilized warming simulations were constrained by match-
ing the observationally constrained value of minimum SSIE under 
warming based on unsmoothed global mean temperature time 
series. We next quantified the robustness of our projections to the 
choice of the constraining metric. First, we considered the sensitivity 
of our projections to the procedure employed to calculate the first 
year of warming exceedance. A caveat of our choice to base this on 
the unsmoothed time series of global mean temperature is that this 
first year is determined by the combined effects of human activities 
and natural variability. The Paris Agreement, however, is believed to 
apply to the effects of human activity only16. This component could 
be isolated by smoothing the global mean temperature time series, 
which may alter our sea-ice projections. Two alternative metrics con-
sidered here are the minimum SSIE under warming based on 11- and 
31-year running mean-filtered global mean temperature time series. 
A second group of alternative metrics considered here is based on 
the time-mean instead of the minimum SSIE. An advantage of our 
choice to use the minimum SSIE is that it is closely related to the ice-
free probability, the quantity that we are trying to predict. However, 
an alternative and arguable equally valid quantity to employ in the 
constraining procedure is the time-mean SSIE. Applying that quan-
tity would ensure that the time-mean SSIE in our warming simula-
tions best represents the observationally constrained value. The six 
metrics based on time-mean SSIE that are considered here are the 11 
and 31-year mean SSIE under warming based on unfiltered, and 11 
or 31 year running mean global mean temperature time series.

For each of the two alternative metrics based on minimum SSIE 
and six alternative metrics based on time-mean SSIE, the procedure 
of Screen and Williamson7 was repeated to obtain an observationally 

constrained value, and an alternative modified warming level was 
then selected such that our model matched that value. The mean 
ice-free probabilities under the eight alternative modified warming 
levels (small circles in Fig. 5) were then indirectly estimated based 
on the black line in Fig. 5, which represents an approximate relation-
ship between the stabilized warming level and the stabilized (instan-
taneous) ice-free probability. That relationship was derived from 
the output of our stabilized warming simulations (large circles and 
squares in Fig. 5; the impact of the uncertainty in this relationship 
on ice-free projections is not considered here). This analysis suggests 
that the sensitivity in projected ice-free probabilities to the choice of 
constraining metric is relatively small for 1.5 °C (2–5%) and 2.0 °C 
(16–23%) global mean warming. By contrast, the sensitivity is sub-
stantially larger for 3.0 °C global mean warming, as the majority of 
the alternative constraining metrics indicate permanent ice-free con-
ditions. Based on this finding, we conclude that permanent summer 
ice-free conditions are likely to occur under 3.0 °C global warming.

Uncertainty inherent to the constraining method
Finally, there is inherent uncertainty related to the statistical method 
employed to determine the observationally constrained SSIE values. 
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to determine the observationally constrained values (details in text).
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(down from 13% in the unconstrained stabilization runs (compare 
Fig. 4b with Fig. 2d)). Figure 4a shows that the fraction of ensemble 
members that have experienced an ice-free Arctic (the accumulated 
ice-free probability) remains under 10% during the first decade of 
the stabilized 1.5 °C warming, but then increases steadily to 85% 
less than a century later (as more phases of internal variability are 
sampled). In other words, our observationally constrained projec-
tions indicate that at 1.5 °C stabilized warming, an ice-free Arctic 
will occur once in every 40 years (on average), and that about a cen-
tury after stabilization there is a very high probability (85%) that the 
Arctic will have experienced ice-free conditions at least once.

Comparing these results to the 2.0 °C ensemble reveals that the 
benefits of stabilization at 1.5 °C instead of 2.0 °C global warming 
are substantial. The projected frequency of ice-free conditions at 
2.0 °C warming is about eight times larger than at 1.5 °C, with an 
average of 19%, or once in every five years. Increasing the warming 
to 3.0 °C further increases this frequency to 63%, or once in every 
1.5 years on average.

Sensitivity to the constraining metric
The stabilized warming simulations were constrained by match-
ing the observationally constrained value of minimum SSIE under 
warming based on unsmoothed global mean temperature time 
series. We next quantified the robustness of our projections to the 
choice of the constraining metric. First, we considered the sensitivity 
of our projections to the procedure employed to calculate the first 
year of warming exceedance. A caveat of our choice to base this on 
the unsmoothed time series of global mean temperature is that this 
first year is determined by the combined effects of human activities 
and natural variability. The Paris Agreement, however, is believed to 
apply to the effects of human activity only16. This component could 
be isolated by smoothing the global mean temperature time series, 
which may alter our sea-ice projections. Two alternative metrics con-
sidered here are the minimum SSIE under warming based on 11- and 
31-year running mean-filtered global mean temperature time series. 
A second group of alternative metrics considered here is based on 
the time-mean instead of the minimum SSIE. An advantage of our 
choice to use the minimum SSIE is that it is closely related to the ice-
free probability, the quantity that we are trying to predict. However, 
an alternative and arguable equally valid quantity to employ in the 
constraining procedure is the time-mean SSIE. Applying that quan-
tity would ensure that the time-mean SSIE in our warming simula-
tions best represents the observationally constrained value. The six 
metrics based on time-mean SSIE that are considered here are the 11 
and 31-year mean SSIE under warming based on unfiltered, and 11 
or 31 year running mean global mean temperature time series.

For each of the two alternative metrics based on minimum SSIE 
and six alternative metrics based on time-mean SSIE, the procedure 
of Screen and Williamson7 was repeated to obtain an observationally 

constrained value, and an alternative modified warming level was 
then selected such that our model matched that value. The mean 
ice-free probabilities under the eight alternative modified warming 
levels (small circles in Fig. 5) were then indirectly estimated based 
on the black line in Fig. 5, which represents an approximate relation-
ship between the stabilized warming level and the stabilized (instan-
taneous) ice-free probability. That relationship was derived from 
the output of our stabilized warming simulations (large circles and 
squares in Fig. 5; the impact of the uncertainty in this relationship 
on ice-free projections is not considered here). This analysis suggests 
that the sensitivity in projected ice-free probabilities to the choice of 
constraining metric is relatively small for 1.5 °C (2–5%) and 2.0 °C 
(16–23%) global mean warming. By contrast, the sensitivity is sub-
stantially larger for 3.0 °C global mean warming, as the majority of 
the alternative constraining metrics indicate permanent ice-free con-
ditions. Based on this finding, we conclude that permanent summer 
ice-free conditions are likely to occur under 3.0 °C global warming.

Uncertainty inherent to the constraining method
Finally, there is inherent uncertainty related to the statistical method 
employed to determine the observationally constrained SSIE values. 
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directly simulated probability values. The error bars represent the inherent 
uncertainty (the 66% credible range) associated with the statistical model 
to determine the observationally constrained values (details in text).
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(down from 13% in the unconstrained stabilization runs (compare 
Fig. 4b with Fig. 2d)). Figure 4a shows that the fraction of ensemble 
members that have experienced an ice-free Arctic (the accumulated 
ice-free probability) remains under 10% during the first decade of 
the stabilized 1.5 °C warming, but then increases steadily to 85% 
less than a century later (as more phases of internal variability are 
sampled). In other words, our observationally constrained projec-
tions indicate that at 1.5 °C stabilized warming, an ice-free Arctic 
will occur once in every 40 years (on average), and that about a cen-
tury after stabilization there is a very high probability (85%) that the 
Arctic will have experienced ice-free conditions at least once.

Comparing these results to the 2.0 °C ensemble reveals that the 
benefits of stabilization at 1.5 °C instead of 2.0 °C global warming 
are substantial. The projected frequency of ice-free conditions at 
2.0 °C warming is about eight times larger than at 1.5 °C, with an 
average of 19%, or once in every five years. Increasing the warming 
to 3.0 °C further increases this frequency to 63%, or once in every 
1.5 years on average.

Sensitivity to the constraining metric
The stabilized warming simulations were constrained by match-
ing the observationally constrained value of minimum SSIE under 
warming based on unsmoothed global mean temperature time 
series. We next quantified the robustness of our projections to the 
choice of the constraining metric. First, we considered the sensitivity 
of our projections to the procedure employed to calculate the first 
year of warming exceedance. A caveat of our choice to base this on 
the unsmoothed time series of global mean temperature is that this 
first year is determined by the combined effects of human activities 
and natural variability. The Paris Agreement, however, is believed to 
apply to the effects of human activity only16. This component could 
be isolated by smoothing the global mean temperature time series, 
which may alter our sea-ice projections. Two alternative metrics con-
sidered here are the minimum SSIE under warming based on 11- and 
31-year running mean-filtered global mean temperature time series. 
A second group of alternative metrics considered here is based on 
the time-mean instead of the minimum SSIE. An advantage of our 
choice to use the minimum SSIE is that it is closely related to the ice-
free probability, the quantity that we are trying to predict. However, 
an alternative and arguable equally valid quantity to employ in the 
constraining procedure is the time-mean SSIE. Applying that quan-
tity would ensure that the time-mean SSIE in our warming simula-
tions best represents the observationally constrained value. The six 
metrics based on time-mean SSIE that are considered here are the 11 
and 31-year mean SSIE under warming based on unfiltered, and 11 
or 31 year running mean global mean temperature time series.

For each of the two alternative metrics based on minimum SSIE 
and six alternative metrics based on time-mean SSIE, the procedure 
of Screen and Williamson7 was repeated to obtain an observationally 

constrained value, and an alternative modified warming level was 
then selected such that our model matched that value. The mean 
ice-free probabilities under the eight alternative modified warming 
levels (small circles in Fig. 5) were then indirectly estimated based 
on the black line in Fig. 5, which represents an approximate relation-
ship between the stabilized warming level and the stabilized (instan-
taneous) ice-free probability. That relationship was derived from 
the output of our stabilized warming simulations (large circles and 
squares in Fig. 5; the impact of the uncertainty in this relationship 
on ice-free projections is not considered here). This analysis suggests 
that the sensitivity in projected ice-free probabilities to the choice of 
constraining metric is relatively small for 1.5 °C (2–5%) and 2.0 °C 
(16–23%) global mean warming. By contrast, the sensitivity is sub-
stantially larger for 3.0 °C global mean warming, as the majority of 
the alternative constraining metrics indicate permanent ice-free con-
ditions. Based on this finding, we conclude that permanent summer 
ice-free conditions are likely to occur under 3.0 °C global warming.

Uncertainty inherent to the constraining method
Finally, there is inherent uncertainty related to the statistical method 
employed to determine the observationally constrained SSIE values. 
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Fig. 4 | Ice-free Arctic probabilities in constrained stabilized warming simulations. a,b, The accumulated ice-free probability (a) and the instantaneous 
ice-free probability with a 3-year running mean filter (b) in the observationally constrained stabilized warming simulations. The colours are as in Fig. 1 and 
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Fig. 5 | Sensitivity of ice-free probabilities to the constraining metric. 
The stabilized instantaneous ice-free probability as a function of the 
equilibrium warming, as directly simulated by the unconstrained (large 
squares) and constrained (large circles) stabilization simulations. The small 
circles indicate the ice-free probabilities that correspond to alternative 
constraining metrics, and the shaded areas represent the uncertainty 
related to the choice of metric. These ice-free probabilities were indirectly 
derived from the exponential fit (represented by the black line) to the 
directly simulated probability values. The error bars represent the inherent 
uncertainty (the 66% credible range) associated with the statistical model 
to determine the observationally constrained values (details in text).
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(down from 13% in the unconstrained stabilization runs (compare 
Fig. 4b with Fig. 2d)). Figure 4a shows that the fraction of ensemble 
members that have experienced an ice-free Arctic (the accumulated 
ice-free probability) remains under 10% during the first decade of 
the stabilized 1.5 °C warming, but then increases steadily to 85% 
less than a century later (as more phases of internal variability are 
sampled). In other words, our observationally constrained projec-
tions indicate that at 1.5 °C stabilized warming, an ice-free Arctic 
will occur once in every 40 years (on average), and that about a cen-
tury after stabilization there is a very high probability (85%) that the 
Arctic will have experienced ice-free conditions at least once.

Comparing these results to the 2.0 °C ensemble reveals that the 
benefits of stabilization at 1.5 °C instead of 2.0 °C global warming 
are substantial. The projected frequency of ice-free conditions at 
2.0 °C warming is about eight times larger than at 1.5 °C, with an 
average of 19%, or once in every five years. Increasing the warming 
to 3.0 °C further increases this frequency to 63%, or once in every 
1.5 years on average.

Sensitivity to the constraining metric
The stabilized warming simulations were constrained by match-
ing the observationally constrained value of minimum SSIE under 
warming based on unsmoothed global mean temperature time 
series. We next quantified the robustness of our projections to the 
choice of the constraining metric. First, we considered the sensitivity 
of our projections to the procedure employed to calculate the first 
year of warming exceedance. A caveat of our choice to base this on 
the unsmoothed time series of global mean temperature is that this 
first year is determined by the combined effects of human activities 
and natural variability. The Paris Agreement, however, is believed to 
apply to the effects of human activity only16. This component could 
be isolated by smoothing the global mean temperature time series, 
which may alter our sea-ice projections. Two alternative metrics con-
sidered here are the minimum SSIE under warming based on 11- and 
31-year running mean-filtered global mean temperature time series. 
A second group of alternative metrics considered here is based on 
the time-mean instead of the minimum SSIE. An advantage of our 
choice to use the minimum SSIE is that it is closely related to the ice-
free probability, the quantity that we are trying to predict. However, 
an alternative and arguable equally valid quantity to employ in the 
constraining procedure is the time-mean SSIE. Applying that quan-
tity would ensure that the time-mean SSIE in our warming simula-
tions best represents the observationally constrained value. The six 
metrics based on time-mean SSIE that are considered here are the 11 
and 31-year mean SSIE under warming based on unfiltered, and 11 
or 31 year running mean global mean temperature time series.

For each of the two alternative metrics based on minimum SSIE 
and six alternative metrics based on time-mean SSIE, the procedure 
of Screen and Williamson7 was repeated to obtain an observationally 

constrained value, and an alternative modified warming level was 
then selected such that our model matched that value. The mean 
ice-free probabilities under the eight alternative modified warming 
levels (small circles in Fig. 5) were then indirectly estimated based 
on the black line in Fig. 5, which represents an approximate relation-
ship between the stabilized warming level and the stabilized (instan-
taneous) ice-free probability. That relationship was derived from 
the output of our stabilized warming simulations (large circles and 
squares in Fig. 5; the impact of the uncertainty in this relationship 
on ice-free projections is not considered here). This analysis suggests 
that the sensitivity in projected ice-free probabilities to the choice of 
constraining metric is relatively small for 1.5 °C (2–5%) and 2.0 °C 
(16–23%) global mean warming. By contrast, the sensitivity is sub-
stantially larger for 3.0 °C global mean warming, as the majority of 
the alternative constraining metrics indicate permanent ice-free con-
ditions. Based on this finding, we conclude that permanent summer 
ice-free conditions are likely to occur under 3.0 °C global warming.

Uncertainty inherent to the constraining method
Finally, there is inherent uncertainty related to the statistical method 
employed to determine the observationally constrained SSIE values. 

1.0

0.5

0.0

1950 2000 2050 2100 1950 2000 2050 2100

YearYear

1.0

0.5

0.0

0.63

0.19

0.024

3.0° C
2.0° C
1.5° C

3.0° C
2.0° C
1.5° C

a b

Ac
cu

m
ula

te
d 

ice
-fr

ee
pr

ob
ab

ilit
y

In
sta

nt
an

eo
us

 ic
e-

fre
e

pr
ob

ab
ilit

y
Fig. 4 | Ice-free Arctic probabilities in constrained stabilized warming simulations. a,b, The accumulated ice-free probability (a) and the instantaneous 
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Fig. 5 | Sensitivity of ice-free probabilities to the constraining metric. 
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equilibrium warming, as directly simulated by the unconstrained (large 
squares) and constrained (large circles) stabilization simulations. The small 
circles indicate the ice-free probabilities that correspond to alternative 
constraining metrics, and the shaded areas represent the uncertainty 
related to the choice of metric. These ice-free probabilities were indirectly 
derived from the exponential fit (represented by the black line) to the 
directly simulated probability values. The error bars represent the inherent 
uncertainty (the 66% credible range) associated with the statistical model 
to determine the observationally constrained values (details in text).
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(down from 13% in the unconstrained stabilization runs (compare 
Fig. 4b with Fig. 2d)). Figure 4a shows that the fraction of ensemble 
members that have experienced an ice-free Arctic (the accumulated 
ice-free probability) remains under 10% during the first decade of 
the stabilized 1.5 °C warming, but then increases steadily to 85% 
less than a century later (as more phases of internal variability are 
sampled). In other words, our observationally constrained projec-
tions indicate that at 1.5 °C stabilized warming, an ice-free Arctic 
will occur once in every 40 years (on average), and that about a cen-
tury after stabilization there is a very high probability (85%) that the 
Arctic will have experienced ice-free conditions at least once.

Comparing these results to the 2.0 °C ensemble reveals that the 
benefits of stabilization at 1.5 °C instead of 2.0 °C global warming 
are substantial. The projected frequency of ice-free conditions at 
2.0 °C warming is about eight times larger than at 1.5 °C, with an 
average of 19%, or once in every five years. Increasing the warming 
to 3.0 °C further increases this frequency to 63%, or once in every 
1.5 years on average.

Sensitivity to the constraining metric
The stabilized warming simulations were constrained by match-
ing the observationally constrained value of minimum SSIE under 
warming based on unsmoothed global mean temperature time 
series. We next quantified the robustness of our projections to the 
choice of the constraining metric. First, we considered the sensitivity 
of our projections to the procedure employed to calculate the first 
year of warming exceedance. A caveat of our choice to base this on 
the unsmoothed time series of global mean temperature is that this 
first year is determined by the combined effects of human activities 
and natural variability. The Paris Agreement, however, is believed to 
apply to the effects of human activity only16. This component could 
be isolated by smoothing the global mean temperature time series, 
which may alter our sea-ice projections. Two alternative metrics con-
sidered here are the minimum SSIE under warming based on 11- and 
31-year running mean-filtered global mean temperature time series. 
A second group of alternative metrics considered here is based on 
the time-mean instead of the minimum SSIE. An advantage of our 
choice to use the minimum SSIE is that it is closely related to the ice-
free probability, the quantity that we are trying to predict. However, 
an alternative and arguable equally valid quantity to employ in the 
constraining procedure is the time-mean SSIE. Applying that quan-
tity would ensure that the time-mean SSIE in our warming simula-
tions best represents the observationally constrained value. The six 
metrics based on time-mean SSIE that are considered here are the 11 
and 31-year mean SSIE under warming based on unfiltered, and 11 
or 31 year running mean global mean temperature time series.

For each of the two alternative metrics based on minimum SSIE 
and six alternative metrics based on time-mean SSIE, the procedure 
of Screen and Williamson7 was repeated to obtain an observationally 

constrained value, and an alternative modified warming level was 
then selected such that our model matched that value. The mean 
ice-free probabilities under the eight alternative modified warming 
levels (small circles in Fig. 5) were then indirectly estimated based 
on the black line in Fig. 5, which represents an approximate relation-
ship between the stabilized warming level and the stabilized (instan-
taneous) ice-free probability. That relationship was derived from 
the output of our stabilized warming simulations (large circles and 
squares in Fig. 5; the impact of the uncertainty in this relationship 
on ice-free projections is not considered here). This analysis suggests 
that the sensitivity in projected ice-free probabilities to the choice of 
constraining metric is relatively small for 1.5 °C (2–5%) and 2.0 °C 
(16–23%) global mean warming. By contrast, the sensitivity is sub-
stantially larger for 3.0 °C global mean warming, as the majority of 
the alternative constraining metrics indicate permanent ice-free con-
ditions. Based on this finding, we conclude that permanent summer 
ice-free conditions are likely to occur under 3.0 °C global warming.

Uncertainty inherent to the constraining method
Finally, there is inherent uncertainty related to the statistical method 
employed to determine the observationally constrained SSIE values. 
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Fig. 5 | Sensitivity of ice-free probabilities to the constraining metric. 
The stabilized instantaneous ice-free probability as a function of the 
equilibrium warming, as directly simulated by the unconstrained (large 
squares) and constrained (large circles) stabilization simulations. The small 
circles indicate the ice-free probabilities that correspond to alternative 
constraining metrics, and the shaded areas represent the uncertainty 
related to the choice of metric. These ice-free probabilities were indirectly 
derived from the exponential fit (represented by the black line) to the 
directly simulated probability values. The error bars represent the inherent 
uncertainty (the 66% credible range) associated with the statistical model 
to determine the observationally constrained values (details in text).
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(down from 13% in the unconstrained stabilization runs (compare 
Fig. 4b with Fig. 2d)). Figure 4a shows that the fraction of ensemble 
members that have experienced an ice-free Arctic (the accumulated 
ice-free probability) remains under 10% during the first decade of 
the stabilized 1.5 °C warming, but then increases steadily to 85% 
less than a century later (as more phases of internal variability are 
sampled). In other words, our observationally constrained projec-
tions indicate that at 1.5 °C stabilized warming, an ice-free Arctic 
will occur once in every 40 years (on average), and that about a cen-
tury after stabilization there is a very high probability (85%) that the 
Arctic will have experienced ice-free conditions at least once.

Comparing these results to the 2.0 °C ensemble reveals that the 
benefits of stabilization at 1.5 °C instead of 2.0 °C global warming 
are substantial. The projected frequency of ice-free conditions at 
2.0 °C warming is about eight times larger than at 1.5 °C, with an 
average of 19%, or once in every five years. Increasing the warming 
to 3.0 °C further increases this frequency to 63%, or once in every 
1.5 years on average.

Sensitivity to the constraining metric
The stabilized warming simulations were constrained by match-
ing the observationally constrained value of minimum SSIE under 
warming based on unsmoothed global mean temperature time 
series. We next quantified the robustness of our projections to the 
choice of the constraining metric. First, we considered the sensitivity 
of our projections to the procedure employed to calculate the first 
year of warming exceedance. A caveat of our choice to base this on 
the unsmoothed time series of global mean temperature is that this 
first year is determined by the combined effects of human activities 
and natural variability. The Paris Agreement, however, is believed to 
apply to the effects of human activity only16. This component could 
be isolated by smoothing the global mean temperature time series, 
which may alter our sea-ice projections. Two alternative metrics con-
sidered here are the minimum SSIE under warming based on 11- and 
31-year running mean-filtered global mean temperature time series. 
A second group of alternative metrics considered here is based on 
the time-mean instead of the minimum SSIE. An advantage of our 
choice to use the minimum SSIE is that it is closely related to the ice-
free probability, the quantity that we are trying to predict. However, 
an alternative and arguable equally valid quantity to employ in the 
constraining procedure is the time-mean SSIE. Applying that quan-
tity would ensure that the time-mean SSIE in our warming simula-
tions best represents the observationally constrained value. The six 
metrics based on time-mean SSIE that are considered here are the 11 
and 31-year mean SSIE under warming based on unfiltered, and 11 
or 31 year running mean global mean temperature time series.

For each of the two alternative metrics based on minimum SSIE 
and six alternative metrics based on time-mean SSIE, the procedure 
of Screen and Williamson7 was repeated to obtain an observationally 

constrained value, and an alternative modified warming level was 
then selected such that our model matched that value. The mean 
ice-free probabilities under the eight alternative modified warming 
levels (small circles in Fig. 5) were then indirectly estimated based 
on the black line in Fig. 5, which represents an approximate relation-
ship between the stabilized warming level and the stabilized (instan-
taneous) ice-free probability. That relationship was derived from 
the output of our stabilized warming simulations (large circles and 
squares in Fig. 5; the impact of the uncertainty in this relationship 
on ice-free projections is not considered here). This analysis suggests 
that the sensitivity in projected ice-free probabilities to the choice of 
constraining metric is relatively small for 1.5 °C (2–5%) and 2.0 °C 
(16–23%) global mean warming. By contrast, the sensitivity is sub-
stantially larger for 3.0 °C global mean warming, as the majority of 
the alternative constraining metrics indicate permanent ice-free con-
ditions. Based on this finding, we conclude that permanent summer 
ice-free conditions are likely to occur under 3.0 °C global warming.

Uncertainty inherent to the constraining method
Finally, there is inherent uncertainty related to the statistical method 
employed to determine the observationally constrained SSIE values. 
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Fig. 4 | Ice-free Arctic probabilities in constrained stabilized warming simulations. a,b, The accumulated ice-free probability (a) and the instantaneous 
ice-free probability with a 3-year running mean filter (b) in the observationally constrained stabilized warming simulations. The colours are as in Fig. 1 and 
the circles and squares as in Fig. 2.
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Fig. 5 | Sensitivity of ice-free probabilities to the constraining metric. 
The stabilized instantaneous ice-free probability as a function of the 
equilibrium warming, as directly simulated by the unconstrained (large 
squares) and constrained (large circles) stabilization simulations. The small 
circles indicate the ice-free probabilities that correspond to alternative 
constraining metrics, and the shaded areas represent the uncertainty 
related to the choice of metric. These ice-free probabilities were indirectly 
derived from the exponential fit (represented by the black line) to the 
directly simulated probability values. The error bars represent the inherent 
uncertainty (the 66% credible range) associated with the statistical model 
to determine the observationally constrained values (details in text).

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

NATURE CLIMATE CHANGE | www.nature.com/natureclimatechange

Jahn (2018)

Probabilities of Sept. ice-free conditions
One occurrence In a given year

Probabilities of ice-free conditions in a given year

Jahn (2018)



Density profile over the central Arctic (ocean depth 
> 500 m, from CESM LE)
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Courtesy of Patricia DeRepentigny, CU Boulder

• Surface ocean is getting less dense.
• Late 20th century density change is 

driven by salinity
• 21st century change is from 

freshening and warming, with 
warming impact getting more and 
more important as ice is lost



Arctic Freshwater export (based on CESM LE)
Fram liquid Fram solid Davis Strait liquid

• A detectable shift of these FW exports compared to 
pre-industrial internal variability does not occur in all 
members before ~2030

• A clear emergence from the background state into a 
new regime does not occur until the end of the 21st

century in all members.
• For observations, this means just because we 

haven’t seen a shift (e.g., Davis Strait liquid) it wont 
be changing in the (near) future

Courtesy of Rory Laiho, CU Boulder
Laiho and Jahn, in preparation



• Model simulations help us place observations into a longer term context 
• Model biases tells us something about processes and relationships we do 

not (yet) understand/know (well enough)
• Model simulations tell us something about the possible future evolution of 

climate we can not otherwise predict, due to the nonlinear climate system

Final thoughts


